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Ideas for vehicle signal set matching 
 

Peter Winzell, Jon Seneger 
Volvo Cars, Sunnyvale 

 
Modern connected vehicle networks handle several thousand different data signals. Data 
signals such as wheel pulses, battery level, location and window positions. Vehicle and 
vehicle data signals, and their corresponding identification, has historically been proprietary 
and not exposed to 3rd parties, with new use cases stemming from smart cities, autonomous 
vehicles, electrical vehicles, and various other connected services, there is a need for a 
standardized way of describing vehicles and vehicle data. The W3C [1]  and COVESA [2] 
have together been trying to resolve this by proposing a web standard for vehicle signal data 
VISS [3] [4], VSS [5]. The standard will facilitate data access and promote innovation in the 
vehicle data space. Mapping and matching signals to this standard is a tedious and time-
consuming task. We are suggesting ideas for a candidate ranking algorithm based on the 
lexical elements of signals names, their semantic description, type, and unit. We also use a 
knowledge graph - Neo4j [6] - to represent candidate matches. 
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Problem definition 
 

To start defining the signal set matching problem we start with a definition where we view the 
solution as bipartite graph [7] where the vertices represent signals from two separate signal 
sets and the edges a match between two signals1.  
 

𝑙𝑒𝑡	𝑈 = {𝐴, 𝐵}, 𝑤ℎ𝑒𝑟𝑒	𝐴 = {𝑆!, … , 𝑆"}, 𝐵 = {𝑆#!, … , 𝑆#$}	, 

𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡	𝑠𝑖𝑔𝑛𝑎𝑙	𝑠𝑒𝑡	𝐴	𝑎𝑛𝑑	𝐵. 

𝐹𝑖𝑛𝑑	𝑎	𝑚𝑎𝑝𝑝𝑖𝑛𝑔	𝑀: 𝐴 ∩ 𝐵 ∪ 𝐴 − 𝐵, 

	𝑀: 𝐺 = (𝐴, 𝐵, 𝐸)	𝑖𝑠	𝑎	𝑏𝑖𝑝𝑎𝑟𝑡𝑖𝑡𝑒	𝑔𝑟𝑎𝑝ℎ		 

 
Figure 1 Signal set graph 

 

 

To find this mapping we divide the problem in two: 
 

1) For 	𝐴 ∩ 𝐵 a ranking algorithm is suggested where a candidate matching 

 

𝑚 = E𝑆% ∈ 𝐴, 𝑆#% ∈ 𝐵G, 𝑖𝑠	𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑	𝑎	𝑠𝑐𝑜𝑟𝑒	𝑝, 0 < 𝑝 < 1. 

 

2) For A – B adding missing signals could be done when  

 

𝑝	 → 0. 

 

 
1 Throughout this article our aim was to explore mappings for VSS  
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In common for vehicles signal sets are that they are typically associated with attributes such as 
name, description, unit, range, and datatype. Given that a match exists we use this fact to build 
a ranking algorithm. 
 

 

Algorithm: 

 

𝑝 = 	
∑ 𝑓&𝑤&"
&'!
𝑛

,𝑤ℎ𝑒𝑟𝑒	𝑓& ∈ [0,1]𝑎𝑛𝑑	𝑤&	 ∈ [0,1]	,	 

𝑛	𝑖𝑠	𝑡ℎ𝑒	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒	𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔	𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠. 

 

We used 4 attribute functions 𝑓!, …	 , 𝑓" 

With the weights 𝑤!, … , 𝑤" we tune the algorithm. 

 

Normalization 
 
Vehicle signals are typically exposed on the CAN [8], Flexray [9], and ethernet 
buses/interfaces. To facilitate the solution, we first transform and clean the vehicle data sets 
into a human readable JSON format. For CAN based signal sets we are able to use cantools 
[10], an open source based set of tools for CAN based networks. For Flexray we developed a 
customized parser. VSS is open sourced and has a set of tools that can be used for this 
purpose. 
 
 
 
 
  

[ 
 { 
  "signaltype": 0, 
  "signame": "Vehicle.ADAS.ABS.IsActive", 
  "lextokens": [ 
   "Vehicle", 
   "ADAS", 
   "ABS", 
   "Is", 
   "Active" 
  ], 
  "description": "Indicates if ABS is enabled. True = 
Enabled. False = Disabled.", 
  "datatype": "boolean", 
  "unit": "" 
 }, 
… 

] 

 

Figure 2 Data normalization file format 
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Candidate matching algorithm 
 
We defined 4 different attribute functions that use the name, description, unit, and datatype as 
the input. By adding weights for each of these functions we can tune the individual mapping 
functions against each other, e.g., defining a behavior where name matching is more 
important than datatype matching. 
 

Name matching – 𝑓! 
 
Signal names often consist of different lexical elements that describes its functionality and 
origin in the vehicle. By applying the Levenshtein [10] distance on a lexical element vector 
we can measure the word distance between two signal names and use that for our name 
matching algorithm. 
 

Flexray VehSpd Veh Spd 

VSS Vehicle.Speed Vehicle  Speed 

 
𝑣# = {“𝑉𝑒ℎ”, ”𝑆𝑝𝑑”} 
𝑣$ = {“𝑉𝑒ℎ𝑖𝑐𝑙𝑒”, ”𝑆𝑝𝑒𝑒𝑑”} 
 
We define each lexical element as a token, which means that VehSpd it tokenized as 
{“Veh”,”Spd”} and Vehicle.Speed as{“Vehicle”,”Speed”}.We are also able to generate a 
token similarity graph and use that to expand/replace tokens from one signal set. If the 
Levenhstein distance between a lexical element of set A and another from set B is sufficiently 
small, we can use that for expansion. 
 

𝐿(𝑙#, 𝑙$) → 𝜀,𝑤ℎ𝑒𝑟𝑒	𝜀	𝑖𝑠	𝑠𝑢𝑓𝑓𝑖𝑒𝑛𝑡𝑙𝑦	𝑠𝑚𝑎𝑙𝑙 
 
 

 
Figure 3 Token similarity graph 
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The expansion of one signal set using matching tokens makes the actual name matching more 
accurate.  Given the example above the AUTOSAR signal VehSpd =[“Veh”,”Spd”] would 
expand into VehSpd=[“Vehicle”,”Speed”] which then would result in an exact match in VSS. 
 
 
 
 
 
 
 
 
 
The order in which a signal name is divided into different tokens have impact on using 
Levehnstein word distance. The algorithm needs to avoid the order bias as much as possible, 
since the actual naming convention is unknown from one signal set to another. 
 
Set A Name Tokenized 
S1 VehSpd “Veh”,”Spd”} 
S2 SpdVeh {“Spd”,”Veh”} 
   
Set B Name Tokenized 
S3 Vehicle.Speed {“Vehicle”,”Speed”} 
   
𝐿(𝑆1, 𝑆3) = 6 

 
L is the 
Levenshtein 
function 

 

𝐿(𝑆2, 𝑆3) = 12 
 

  

Figure 5 token order problem 

So, by selecting the minimum distant token and adding that to a sum of token distances we are 
avoiding order bias. A measured token cannot be measured again and thus both tokens are 
removed from the token sets when selected. For quantification we also keep track of the 
maximum length of selected tokens, and we get a value between [0,1] by dividing our sum of 
minimum token distances with 2 * the maximum token lengths. 
 
 
 
 
 
 
 
 
 
 
 
 
 

for a = A' do 
  for b = B’ do 
        if 𝑖𝑓	𝑙𝑒𝑣(𝑎, 𝑏) < 	𝜀 
               𝐴[𝑎] = 𝑏   

Figure 4 token expansion 
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Input: string a and string b. Where a and b are signal names from disjunctive signal sets A, B. 
𝐴!is the expansion look up table generated for all tokens in A. 
   
Output:   
𝑣𝑎𝑙𝑢𝑒	𝑝	[0. .1], 𝑤ℎ𝑒𝑟𝑒	𝑝 = 1 −	 ∑#$%&∑'()*

. 
𝑚𝑖𝑛𝑑	𝑖𝑠	𝑡ℎ𝑒	𝑠𝑢𝑚	𝑜𝑓	𝑚𝑖𝑛𝑖𝑚𝑢𝑚	𝑙𝑒𝑣𝑒𝑛𝑠ℎ𝑡𝑒𝑖𝑛	𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒	𝑑𝑖𝑣𝑖𝑑𝑒𝑑	𝑏𝑦	𝑡ℎ𝑒	𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒	𝑚𝑎𝑥 
 
for A do 
 A’ = tokenize(A) 
for B do 
 B’ = tokenize(B) 
 
// token expansion replacement assignment 
For 𝒕𝒂 = 𝑨′  do 
  if 𝐴![𝑡(] exist 
   𝐴,[𝑡(] = 	𝐴![𝑡(]  
 
𝑚𝑖𝑛* = 𝑀𝐴𝑋_𝐼𝑁𝑇 
𝑚𝑖𝑛-= 0 
𝑚𝑎𝑥- = 0 
 
for 𝐴,&	𝐵, ≠ 	0	do 
   for ∀	𝑡( ∈ 𝐴′ do 
      for ∀𝑡. ∈ 𝐵′ do 
       𝑪 = 𝒍𝒆𝒗(𝒕𝒂, 𝒕𝒃)   
         If 𝐶 < 𝑚𝑖𝑛𝑑 
            𝑚𝑖𝑛𝑑 = 𝐶 
         𝑚𝑎𝑥𝑑 = 𝑀𝑎𝑥0!1(𝑡(, 𝑡.) 
         𝐶𝑎 = 𝐶𝑜𝑝𝑦(𝑡() 
         𝐶𝑏 = 𝐶𝑜𝑝𝑦(𝑡.) 
 
  min_s = min_s + min_d 
  max_s = max_s + max_d  
    
   from A’ delete Ca 
   from B’ delete Cb 
 
If s_length(A’) > 0 
   for ∀𝑡( 
     𝐿(𝑡) = 𝑠𝑡𝑟𝑖𝑛𝑔𝑙𝑒𝑛𝑔𝑡ℎ(𝑡() 
     𝑚𝑖𝑛- = 𝑚𝑖𝑛- + 𝐿(𝑡) 
     𝑚𝑎𝑥- = 𝑚𝑎𝑥- + 2 ∙ 𝐿(𝑡)       
 
ret 1 − '23!

'()!
 

Figure 6 minimum token Levenshtein algorithm 
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Signal description distance - 𝑓2 

 
The next attribute function takes the description text from each signal and applies a neural 
network model trained by using Word2vec [11] [12]. Word2vec uses a model where we 
vectorize words in a multidimensional space and can measure the distance between words 
where words that have a similar semantic meaning, such as vehicle and car, are placed close 
to one another in this space.  
 

 
Figure 7 vectorized words 

The model was tailored for automotive, e.g., going thru texts where the content is within the 
automotive space. We use cosine similarity [13] - figure 8 - to predict the word distance 
between two texts, in our case the description of the signals from two disjunctive signal sets. 
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Figure 8 cosine similarity 

 
The modification to the actual output value p is that we assume that all descD >= K should 
return the similarity score 0. 
 
 
  
 
 
 
 
 
  

Signal a.desc = “returns the speed of the vehicle in meter per second” 
Signal b.desc = “returns the velocity of the car in miles per hour” 
 
descD = word2vec.cosineD(a.desc, b.desc) 
 

Figure 9 description comparision 



 

Document title: Ideas for vehicle signal set matching Date: 2022-09-26 9 (11) 

Document type:       Security class: Public  

Issuer (dept, name, CDSID): Peter Winzell, PWINZELL   

 

Unit similarity - 𝑓  
 
We know that m/s and km/h are related the idea is to build a unit similarity graph. This will 
let us set a number to how two units relate to each other. 
 

 
Figure 10 Unit similarity graph 

 
Figure 10 shows a subset of the graph where the similar_to edge is associated with a number 
between 0..1. 
 

Data type similarity - 𝑓a 
 
Signal sets are delivered with different data types. The signals also consist of range in which 
we should expect a signal value to reside in. For example if we are talking about angels they 
should have a value from 0..360 deg, or 0..2π. This type of information is also used when 
calculating the overall similarity between two signals. 
 
We are using a similar knowledge graph as the unit similarity to return a value between 0..1. 

Ranking algorithm summary 
 
4 different signal similarity functions	𝑓!, … , 𝑓" which are using the attributes name, 
description, unit and data type is used to get a score p [0..1], where a score of 1 would be a 
perfect match. We also associate a weight 𝑤!, … , 𝑤" with each function since we need to 
value if name matching is more worth than say unit similarity. 
 



 

Document title: Ideas for vehicle signal set matching Date: 2022-09-26 10 (11) 

Document type:       Security class: Public  

Issuer (dept, name, CDSID): Peter Winzell, PWINZELL   

 

Results 
 
For validation a random selection of matches should give a good estimate in how well the 
algorithm performs. The validation of these samples must be subjected to a human validator. 
Below is a table of non-random selected samples although promising an actual statistical 
analysis would not show that the algorithm in its initial state is able to generally match the 
signal sets. (Original names have been obfuscated for proprietary reasons) 
 

 
Figure 11 Signal matching results 

We could also use observations of real data from each set to further enhance these ideas – a 
behavioral approach to signal mapping. By tuning and tailoring the algorithm, and for 
example giving more room for description comparison using Word2vec, we should be able to 
improve and move beyond the first state. 
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