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System Control and Management 
Interface
• Replacement for ARM SCPI, TI SCI, QCOM RPM, Nvidia Tegra BPMP, etc.

• Designed to minimize the dependency on the mailbox/transport hardware

• Implements
• Discovery and self-descripton of the interfaces it supports

• Power domain management, which is the ability to place a given device or domain into the 
various power-saving states that it supports

• Performance management, which is the ability to control the performance of a domain that is 
composed of compute engines such as applicaton processors (APs), GPUs, or other 
accelerators

• Clock management, which is the ability to set and inquire rates on platorm-managed clocks

• Sensor management, which is the ability to read sensor data, and be notied of sensor value 
changes



Example system that implements 
SCMI



SMI transport support in HW

• At the moment, only Mailbox Transport is deined for SCMI in order to 
implement communicaton between APs and SCP – which can be abstracted on 
OS level

• Currently there are no (?) SCP-ready designs, BUT…

• …in a virtualized system, remote domain controlling clocks, sensors, etc. can be 
viewed as an SCP – i.e. same protocol can be used with hypervisor-based 
transport implementng “virtual mailbox”, not depending on HW support

• Xen implementaton for ARM (done in context of DVFS support for virtualized systems): 
htps://lists.xenproject.org/archives/html/xen-devel/2017--77/msg010166..html

• SCMI and its transport is currently deined for ARM, but there (seemingly) is no 
obstacle to use it on x86 with virtualized system

https://lists.xenproject.org/archives/html/xen-devel/2017-11/msg00664.html


Protocol-defned sensors



Protocol-defned operation modes

• Synchronous Access – This method is recommended for sensors whose data is 
immediately available or is internally cached by the platorm, and can be returned 
immediately to the requestng agent. Examples include platorm event counters, 
or sensor data samples that are stored in internal memory within the platorm.

• Asynchronous Access – This method is recommended for sensors whose data is 
not cached by the platorm or for sensors that are slow to read. An example of 
this could be an on-die thermal sensor.

• Event Noticaton – The agent can register for receiving noticatons on speciic 
sensor values, conditons, or states of interest.

• Shared Memory – In this scheme, the platorm periodically updates the sensor 
value in an area of memory that is shared between agents and the platorm.



Implementation

• Linux kernel ..7- htps://patchwork.ozlabs.org/patch/8-9925/

• Currently no support in virto

• Xen reference generic PV implementaton in progress
• DT deines sensors coniguraton in virtual domain

• Kernel SCMI agent implements applicaton access to virtualized sensors

• Xen virtual mailbox implements intra-domain communicaton

• Userspace backend implements “platorm” protocol interface with HW

• Biggest queston – is it ok to use on x86?

https://patchwork.ozlabs.org/patch/879925/
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